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The state-of-the-art practices for operation of critical power facilities have some limitations that may result 
in the loss of thousands of dollars per year.  Model-validated simulation software allows determination of 

true dynamic capacity during both normal and contingency condition.  Recovering just 5% of stranded 
capacity can mean a delay of months or even years until a new facility must be built to meet rising demand 
translating into millions of dollars of savings!  For typical project pricing, the payback period is less than 1.1 

years. 
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Abstract – This paper identifies multiple financial benefits of 
using model-validated analytics software to assess mission-critical 
power systems. Model-validated analytics allows facility owners 
and operators to: minimize underutilization of design system 
capacity (stranded capacity) and realize Future Value (FV) 
returns on capacity expansion dollars; predict and optimize 
energy usage and associated costs across multiple system states 
and source/load profiles; determine the viability, criticality, and 
appropriate costs of scheduled maintenance, and; increase the 
situational awareness and coordination between operators and 
maintainers to reduce downtime costs associated with human 
error. Taken together, these benefits result in annual operational 
and capacity expansion savings ranging from thousands to 
millions of dollars.  For typical project pricing, the payback 
period is less than 1.1 years. 
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I. INTRODUCTION 

Software providing model-validated analytics of electrical 
power systems allows a comparison of real-time conditions 
(generation sources, breaker and switch states, and load 
distributions) to a computational representation (model) of the 
as-designed/as-built system in an identical state. This paper 
explores the financial benefits of using such analytics software 
to profile and manage power systems in mission-critical 
facilities. Several considerations are addressed: recovery of 
unused capacity to extend facility operating life; predictive 
management of energy usage and costs; maintenance 
prioritization and costing, and; maintenance planning and 
coordination to improve operational reliability. These 
considerations map to the following challenges: 

• Physical infrastructure is oversized routinely due to 
uncertainties surrounding true power system capacity. 

• Energy usage and cost management is reactive because 
there are no real-time means to simulate and predict the 
impact of day-to-day system configuration changes. 

• Maintenance schedulers often overestimate the criticality 
of maintenance actions based on avoidable uncertainties, 
driving up costs. 

• Operators and maintainers do not possess effective means 
to coordinate and practice procedures in a unified fashion, 
opening the door to human error and downtime costs. 

Model-validated simulations and analyses allow power system 
owners to greatly reduce costs associated with these challenges. 

II. FINANCIAL EVALUATION – DEFINITIONS 

A. Stranded Capacity – “The greenest data center is the one 
you don’t need to build” 

Most data center owners and operators would agree with 
Matt Warner’s statement “The greenest data center is the one 
you don’t need to build.” [1] An extension to that thinking 
would be “or that you don’t need to build yet due to recovery of 
stranded capacity”.  

Over-sizing of data centers is a significant waste of capital 
and operating costs. According to Gartner, the majority of data 
centers will never reach their intended capacity. [2] In fact, it is 
estimated that typical datacenters today could support up to 
30% more IT equipment using the same facility and cooling 
equipment if the infrastructure was properly managed. [3]  

While some stranded capacity is inherent to all power 
system designs, other capacity goes deliberately unused due to 
uncertainty regarding a system’s dynamic capabilities – it is 
intentionally stranded. The execution of simulations based on 
model-validated analytics can reduce uncertainty and help 
identify strategies to recover this second type of stranded 
capacity. Consequently, the usable life of the facility can be 
extended and capacity expansion projects may be deferred.  

In addition to other benefits, the recovery of intentionally 
stranded capacity has a direct financial return in the form of 
interest on construction dollars for the interval between the 
original and revised construction dates. The following figure 
illustrates this relationship. 

 

Figure 1.  Capacity Expansion Delay Due to Recovery of Capacity 



 

Capacity management tools, such as model-validated 
analytics, can be used to properly manage the electrical 
infrastructure, to better utilize power resources, and to manage 
electrical consumption. For example, given that most facilities 
are designed for initial capacity usage of 60%, and planning for 
construction of new capacity begins at 80% [4], the recovery of 
even 5% of intentionally stranded capacity can return millions 
to the bottom line. 

B. Informed Energy Management – Power (Data) to the 
People 

A successful energy management program is built upon 
having timely and accurate information regarding the 
consumption of energy, where and when energy is consumed, 
and the operational and environmental costs of the electrical 
infrastructure of the data center. Ideally, the reporting of this 
information includes a comparison of expected usage to actual 
usage, and allows simulation of energy strategies to maximize 
efficiency and minimize costs. 

Even in this era of increasingly sophisticated infrastructure 
management, the energy strategies and policies of mission-
critical facilities are often determined based on anecdotal prior 
experience. The “strategies” are then vetted by committee and 
tested operationally with no pre-validation or guarantee of 
success. Alternately, energy strategies can be determined by 
expensive engineering studies, and the more scenarios (system 
configurations, external conditions) evaluated, the more the 
price climbs. 

Until recently, there has been no path for those closest to 
the power system (owners and operators) to assess energy 
strategies independently and at low cost before testing them in 
practice. Model-validated analytics with simulation capabilities 
offer such a path, provided they allow users to compare 
simulated and actual energy metrics as shown in Figure 2. 

    
Figure 2.  Example of Interface for Energy Simulations [5] 

① Top panel displays actual energy usage and related metrics 
(power factor, PUE, carbon footprint) from the data 
historian, with utility rates and penalties schedule applied. 

② Bottom panel displays identical information, but using 
model-validated analytics based on the current simulation. 

Software capable of providing a comparison between 
actual usage and simulated usage allows operators and owners 
to assess potential savings due to alternate and supplemental 
generation sources, as well as the interaction of loading profiles 
with equipment efficiency curves and overall system stability. 
It can help those responsible for facility operation assess these 
factors and pre-validate energy strategies under a variety of 
operating conditions, and with time-of-day resolution. 

C. Quantifying Maintenance Criticality – Pay Only for the 
Labor You Need 

After energy expenditures, maintenance costs are usually 
the second largest operational expense for facilities with 
critical power requirements. Indeed, for some facilities, 
maintenance costs are the single largest operational expense. 
Facility managers can have significant impacts on their 
operating costs by understanding the opportunities that exist to 
reduce or control maintenance costs. [6]  

One important opportunity to reduce costs lies in the 
decision-making process used to estimate the impact of 
maintenance procedures on critical loads. Operators of critical 
power systems often have guidelines defining which 
maintenance procedures are permitted during periods of peak 
or near-peak load, and which must occur after-hours. The cost 
impact of these decisions is obvious; when owners and 
operators decide that a maintenance action must occur  outside 
normal business hours, costs can increase by as much as a 
factor of 3x.  

When operators cannot quantify the potential impacts of a 
planned maintenance action, they err on the side of caution, 
incurring the higher direct labor costs. Lack of hard data also 
drives extended decision-making processes, with involvement 
to very high levels and multiple entities in the owner, operator, 
and even customer organizations. Model-validated analytics 
can be used to better understand the criticality of each 
maintenance action, reducing uncertainty and allowing the use 
of lower-cost labor. As an example of reduced uncertainty, the 
use of simulations can allow a work order to include verifiable 
statements of the following types: 

 The system configurations planned during maintenance 
are electrically viable and will not affect critical loads. 

 Maintenance redistribution of loads does not result in 
overloading of any feeder or component. 

 Maintenance adjustments to breaker and switch topology 
continue to support critical electrical/mechanical loads. 

 Technicians are aware of all equipment in the work area 
that will be energized during maintenance, including 
equipment, feeders, and buses not normally energized. 

 All of the above statements remain true for loss of utility 
and other defined contingency conditions. 

The confidence this builds can allow streamlining of the 
decision-making process, reducing indirect costs in addition to 
the direct labor savings. Using maintenance labor rates of 
$4.20 per square foot [7] for an average Tier III / IV data 
center, and assuming a redistribution of just 10% of 
maintenance actions from critical to routine, the direct annual 
savings alone can be in the tens of thousands of dollars.  

① 

② 



 

D. Improve Maintenance Training and Coordination 

Ponemon Institute studies released in 2010 and 2011 [8] 
include a number of key findings related to the causes and costs 
of downtime. These findings make it possible to estimate the 
average contribution of human error during maintenance to 
downtime costs. The relevant conclusions for the average data 
center are: 

 Average cost of data center downtime: $5,600 per minute.  

 Average reported incident length: 90 minutes 

 Average cost of a single downtime event: $505,500.  

 Contribution of human error to downtime: 25-50% 

Therefore, the average annual downtime costs due to 
human error can range from $120,000 - $245,000. [9] 

Definitive research by the Federal Aviation Administration 
and others has demonstrated that effective training can reduce 
incidents due to human error by 51-81%. [10] Effective 
training requires that: 

 Workers understand the big picture of which their 
activities are a part – they must have “situational 
awareness”. [11] 

 Workers have practiced their specific tasks recently and to 
the level of detail required. [12] 

 Workers anticipate and know how to react to contingency 
conditions. [13] 

Model-validated analytics and simulation software helps 
facility operators address all of these requirements. The use of 
simulations, particularly those that highlight variances from as-
designed behavior, allow operators and maintainers to view 
both the system-wide and local effects of changes to sources, 
topology, and loading.  

These same simulations allow operators and maintainers to 
run joint systematic walkthroughs of the intended procedure; as 
a result, operators can better understand the probable alerts and 
indications they will receive, and maintainers can understand 
their local conditions and anticipate refinements to the 
procedure in advance. In addition, and distinct from current 
best practices, these joint sessions can also assess the effects of 
common contingency conditions such as loss of utility, and 
decide in advance on the appropriate reactions.  

The net effect of simulation-driven mutual planning 
sessions is improved communication and coordination between 
the parties throughout the procedure, and greatly enhanced 
ability to react to unexpected conditions. 

III. FINANCIAL EVALUTION – EXAMPLE 

In order to quantify the ROI due to implementation of 
model-validated simulation and analytics software, some 
assumptions must be made. For the purposes of this financial 
evaluation, a data center with the following characteristics is 
employed: 

 Square footage: 100,000 

 MW of useable UPS output: 5 MW 

 Tier Level: Tier III 

 Data center cost for build-out: $122 M USD 

 Loading at initial operating capability: 60% 

 Target loading before new capacity online: 80% 

 Achievable loading after capacity recovered: 85% 

 Interest rate (APR) after inflation: 1.6% 

 Estimated time to reach targeted loading: 36 months 

It is further assumed that a new, identical data center will 
be built at the 36-month point to handle rising demand. 

A. Earnings Due to Recovery of Stranded Capacity 

The use of advanced electrical simulation and analytics 
software can help to extend usable data center capacity. For 
the example case, a 5% gain in usable capacity (a change in 
targeted utilization from 80% to 85%) is modeled. Given the 
other assumptions above, such a change would result in a 
construction deferment of 9 months, at the end of which the 
future value of the original construction budget would be 
$123,471,832. The ROI in this case would therefore be 
$1,471,832. 

B. Energy Management Cost Savings 

Electrical simulation and analytics software has 
tremendous potential for identifying savings in energy costs. 
Simulations can be used to analyze the electrical system and 
find ways to reduce demand charges and power factor 
penalties. For example, an operator can examine the effect of 
redistributing loads to achieve peak UPS efficiencies. The 
result of such a simulation for an example case appears below.  

 
Figure 3.  Energy Simulation Cost Savings   



 

C. Reduction in Overtime Maintenance Service Costs 

The reduction in costs due to re-categorization of 
maintenance criticality and the commensurate reduction in 
overtime labor costs require further assumptions. For the 
example data center of 100,000 square feet, and typical 
Tier III / Tier IV costs of $4.20 per square foot [7], the direct 
annual maintenance labor costs are estimated as $420,000. In 
addition, consistent with this same survey of customers, the 
example case assumes that the breakdown of each level of 
criticality, based on typical, cautious decision-making 
practices is: 

 75% of operational maintenance at normal labor rates 

 15% of operational maintenance at 1.5 normal labor rates 

 10% of operational maintenance at 2.0 normal labor rates 

These expenditures correspond with the first table of 
costs, and total $420,000 per the base assumptions. The 
second table of costs makes the further assumption that 
increased knowledge of maintenance effects (as detailed in 
Section II.C.) will allow a 10% redistribution of higher-cost 
off-hours maintenance to routine maintenance. A final 
assumption is made concerning indirect costs such as 
streamlined decision-making, primarily in the form of lower 
level, expedited approvals for maintenance actions meeting the 
additional criteria exposed and verified through power system 
simulations. 

 

Figure 4.  Reduction in Costs Due to Reassignment of Critical Maintenance 

The savings for the data center in the example amount to 
about $51,000 dollars on a yearly basis. Amounts for other 
data centers will scale directly with the overall labor budget, 
the percentages of procedures conducted at each level of 
criticality, and the findings of the simulations performed using 
model-validated analytics. 

D. Reduction in Downtime Costs Due to Human Error 

As discussed previously, the annual downtime costs due 
to human error can range from $120,000 - $245,000 for a 
typical data center. However, effective training can reduce 
human error between 51-81%. Taken together, these metrics 
allow an estimate of yearly savings due to reduction of human 
error of $61,000 to $198,000, or a mean savings of $130,000. 

E. Example ROI Summary 

The earnings and savings from model-validated analytics 
software fall into two categories: per-project savings, and 
recurring annual savings. A summary of the financial benefits 
for the example case is shown in Table I. 

TABLE I.  ROI SUMMARY 

Item 

ROI Financial Evaluation a 

Category 

Per Project 

Savings  

$ (000s) 

Annual 

Savings 

$ (000s) 

1 
Recovery of stranded capacity 
and delay in capacity expansion 

$1,475 N/A 

2 
Energy use prediction and 

optimization 
N/A $222 

3 

Reduction in maintenance costs 

due to viability/criticality 
assessments 

N/A $51 

4 
Median reduction in downtime 
due to human error 

N/A $130 

 

5 Total of annual savings N/A $403 

6 Total savings over 4 years $3,087 

a. Applies to this specific example – an ROI calculator is available on the Power Analytics website 

Summary of financial benefits: The median cost for the 
purchase and installation of model-validated analytics 
software is $450,000. Based on the annual savings alone, the 
average payback period for this example is 1.1 years. When 
amortized earnings resulting from the recovery of stranded 
capacity are included, the payback can drop to just months. 
  



 

IV. IMPLEMENTING MODEL-VALIDATED ANALYTICS 

A. Overview 

Effective implementation and usage of model-validated 
analytics software is important to ensure accurate information 
is used to make decisions that affect the data center facility. 

B. Steps Required for Implementation 

In order to implement model-validated analytics software 
for an electrical power network, three steps must occur: 

1. Create a model of the electrical network with all electrical 
characteristics of each component as shown in Figure 5.  

 
Figure 5.  Step 1 – Create a model of the electrical network 

2. Collect the data in real-time for the entire system as 
shown in Figure 6. 

 
Figure 6.  Collect data and display in a user-friendly format 

3. Perform analytics and simulations based on a comparison 
of the predictive model, and actual real-time data from the 
system as shown in Figure 7. The resulting power and 
performance metrics can be used to optimize the power 
usage and loading and identify issues prior to problems 
occurring. 

 
Figure 7.  Step 3 – Perform model-validated analytics 

V. CONCLUSION 

The techniques discussed in this paper allow data center 
owners and operators to gain greater insight into the current 
and future state of their facilities and take preemptive steps to 
optimize capacity expansion plans, energy usage, and 
maintenance activities. Significant earnings and savings can be 
realized in the process. For example, model-validated analytics 
can: 

 Help identify and reduce stranded capacity, resulting in 
extended facility life and future value earnings on 
construction dollars. 

 Help operators participate in the creation of energy 
management strategies, resulting in enhanced 
identification of possible savings and more nimble 
responses to actual conditions.  

 Help reduce maintenance labor costs by improving 
operator insight into actual maintenance effects and 
criticality. 

 Help minimize downtime costs due to human error 
through “what-if” scenarios and training. 

Model-validated electrical simulation and analytics 
software is a powerful tool for studying operating scenarios 
that have significant financial benefit to the data center 
owner/operator. While the benefits of such software are only 
beginning to be realized, the importance of model-validated 
analytics and simulations will continue to grow as data center 
electrical power systems become more complex and customer 
expectations on pricing and service levels continue to rise. 
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